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On graphs whose smallest distance (signless Laplacian)
eigenvalue has large multiplicity

Lu Lu, Qiongxiang Huang and Xueyi Huang

College of Mathematics and Systems Science, Xinjiang University, Urumqi, P.R. China

ABSTRACT

Denote by ∂1 ≥ ∂2 ≥ · · · ≥ ∂n (resp. ∂
Q
1 ≥ ∂

Q
2 ≥ · · · ≥ ∂

Q
n ) the

distance (resp. distance signless Laplacian) eigenvaluesof a connected
graph G on n vertices, and by m(∂i) (resp. m(∂

Q
i )) the multiplicity of

∂i (resp. ∂
Q
i ). In this paper, we completely determine the graphs with

m(∂n) = n − 3 andm(∂
Q
n ) = n − 2, respectively.
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1. Introduction

Let G = (V ,E) be a connected simple graph with vertex set V = {v1, v2, . . . , vn} and edge
set E = {e1, e2, . . . , em}. We denoted by dG(vi, vj) the distance between vi and vj, which is
defined as the length of a shortest path between them. The diameter ofG, denoted by d(G),
is themaximum distance between any two vertices ofG. The distance matrix ofG, denoted
by D(G), is the n × n matrix whose (i, j)-entry is equal to dG(vi, vj), for 1 ≤ i, j ≤ n.
The transmission Tr(vi) of a vertex vi is defined as the sum of the distances between vi
and all other vertices in G, that is, Tr(vi) = ∑n

j=1 dG(vi, vj). For more details about the
distance matrix, we refer the reader to [1]. As the distance matrix D(G) is symmetric, all
of its eigenvalues are real, we can list them as ∂1(G) ≥ ∂2(G) ≥ · · · ≥ ∂n(G). Denote by
m(∂i(G)) themultiplicity of ∂i(G). The multi-set of these eigenvalues is called the distance
spectrum of G, denoted by SpecD(G). Aouchiche and Hansen [2] introduced the signless
Laplacian for the distance matrix of G as DQ(G) = Tr(G) + D(G), where Tr(G) =
diag(Tr(v1),Tr(v2), . . . ,Tr(vn)) is the diagonal matrix of the vertex transmissions in G.
Also, the eigenvalues of DQ(G) can be arranged as ∂

Q
1 (G) ≥ ∂

Q
2 (G) ≥ · · · ≥ ∂

Q
n (G),

and m(∂
Q
i (G)) denotes the multiplicity of ∂

Q
i (G). Further, the distance signless Laplacian

spectrum of G, denoted by SpecQ(G), could be similarly defined.
The graphs with few distinct adjacency eigenvalues always possess nice combinatorial

properties and forman interesting class to study.Manymathematicians have been attracted
to this topic, and they obtain many beautiful results, see [3–9]. However, it seems to be
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difficult to completely determine such graphs. Even the graphs with exactly three distinct
eigenvalues have not been completely determined up to now. Naturally, mathematicians
turn their eyes to some special classes of such graphs. Recently, Cioabǎ et al. determined
the graphs with all but two eigenvalues equal to±1 [10], and 0 or−2 [11]. With respect to
distancematrix and its Laplacians, there are a fewof results on this subject. For instance, Lin
et al. [12] and Celso et al. [13] independently determined the graphs whose largest distance
Laplacian eigenvalue has multiplicity n − 2; Lu et al. completely determined the graphs
whose largest distance Laplacian eigenvalue has multiplicity n−3 [14] and the graphs with
exactly two distance eigenvalues different from −1 and −3 [15]; Koolen et al. [16] proved
that the graphs whose smallest distance eigenvalue has multiplicity n − 2 are complete
bipartite graphs. Motivated by these works, in this paper, we completely determine those
graphs whose smallest distance eigenvalue (resp. distance signless Laplacian eigenvalue)
has multiplicity n − 3 (resp. n − 2).

At the end of this part, we introduce some general definitions and notions. Let G
be a connected graph. We always denote by NG(v) the neighborhood of v in G, that is,
NG(v) = {u ∈ V(G) | u ∼ v}. Denote by Ḡ the complement of G, which is the graph with
vertex set V(Ḡ) = V(G) and two vertices are adjacent whenever they are not adjacent
in G. For a subset S ⊆ V(G), the subgraph of G induced by S is denoted by G[S]. Let
G1 = (V1,E1) and G2 = (V2,E2) be two connected graphs, the (disjoint) union of G1 and
G2 is the graph G1 ∪ G2, whose vertex set is V1 ∪ V2 and edge set is E1 ∪ E2, and we write
mG for the disjoint union of m copies of G. The join of G1 and G2 is the graph G1∇G2,
which is obtained fromG1∪G2 by joining each vertex ofG1 with every vertex ofG2.When
it is clear from the context which graph G we mean, we delete G from the notations like
dG(vi, vj),NG(v), ∂i(G), and so on. Besides, we always write, respectively,Kn, Pn andCn for
the complete graph, the path and the cycle on n vertices. For integers a1, a2, . . . , ak ≥ 1,
let Ka1,a2,...,ak denote the complete k-partite graph on a1 + a2 + · · · + ak vertices. For two
positive integers s, t, the graph sK1∇(Kt ∪ K1) is always denoted by J(s, t) and we present
J(1, 2), J(3, 5) and J(s, t) in Figure 2. All other notations not mentioned here are standard
in [17].

2. Preliminaries

In this section, we shall list some known results that will be needed in the next section.

Theorem 2.1 [18]: Let A be a real symmetric matrix of order n with eigenvalues λ1(A) ≥
λ2(A) ≥ · · · ≥ λn(A) and let M be a principal submatrix of A with order m ≤ n and
eigenvalues λ1(M) ≥ λ2(M) ≥ · · · ≥ λm(M). Then λi(A) ≥ λi(M) ≥ λn−m+i(A) for all
1 ≤ i ≤ m.

LetH be an induced subgraph of G. If d(H) ≤ 2, then D(H) is a principal submatrix of
D(G). We immediately get the following result from Theorem 2.1.
Corollary 2.1: Let G be a connected graph on n vertices and H an induced subgraph of G
on m vertices with d(H) ≤ 2. Then ∂n−m+i(G) ≤ ∂i(H) ≤ ∂i(G) for all 1 ≤ i ≤ m.

Lemma 2.1 [17], Theorem 1.3.6: Let M be an irreducible symmetric matrix with non-
negative entries. Then the largest eigenvalue λ1 of M is simple.
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A graph G is said to be a cograph if it contains no induced P4. There’s a pretty result
about cographs.

Lemma 2.2 [19]: Given a graph G, the following statements are equivalent:

(i) G is a cograph.
(ii) The complement of any connected subgraph of G with at least two vertices is discon-

nected.
(iii) Every connected induced subgraph of G has diameter less than or equal to 2.

From Lemma 2.2(ii), it is easy to see that a connected cograph must be the join of some
graphs because its complement is not connected.

Lemma 2.3 [16]: Let G be a connected graph with n ≥ 2 vertices, distance matrix D and
diameter d. Let ∂n be the smallest distance eigenvalue of G with multiplicity m(∂n). Then,
the following results hold:

(i) ∂n = −2 if and only if G is a complete s-partite graph Ka1,a2,...,as , where 1 ≤ a1 ≤
· · · ≤ as are integers such that as ≥ 2 and s = n − m(∂n).

(ii) ∂n = −1 if and only if G = Kn.

3. Main results

In this section, we will give our main results. At the beginning of this part, we introduce
some additional marks. Let G(n) be the set of connected graphs on n vertices. We denote
by

GD(n, k) = {G ∈ G(n) | m(∂n) = k} and GQ(n, k) = {G ∈ G(n) | m(∂Qn ) = k}.

In what follows, we focus on characterizing the graphs in GD(n, n− 3) and GQ(n, n− 2).
Lemma 3.1: Let A be an irreducible symmetric matrix of order n > 2 with non-negative
integral entries. If λ is an eigenvalue of A with multiplicity n − k and n ≥ 2k, then λ is
integral.

Proof: Let f (x) be the characteristic polynomial of A. As A only contains integral entries,
we obtain that f (x) is amonic polynomial with integral coefficients. Let p(x) be theminimal
polynomial of λ, then p(x) ∈ Z[x] is irreducible in Q[x] and (p(x))n−k|f (x). If p(x) is of
degree 1, then p(x) = x − λ and so λ is an integer. Otherwise, we assume that p(x) has
degree at least 2. Therefore, p(x) has another root λ′, which is also an eigenvalue of A with
multiplicity n − k > 1. Note that ρ 
= λ, λ′, where ρ is the largest eigenvalue of A which is
simple by Lemma 2.1. This implies that 2(n− k) ≤ n− 1, a contradiction. Thus, the result
follows.

The following two results are immediate by applying Lemma 3.1 to the distance matrix
and distance signless Laplacian matrix, respectively.
Corollary 3.1: If G ∈ GD(n, n − k) with n ≥ 2k > 2, then ∂n is integral.
Corollary 3.2: If G ∈ GQ(n, n − k) with n ≥ 2k > 2, then ∂

Q
n is integral.

The following result is a characterization of the complete multipartite graphs.
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Figure 1. The graphs used in Lemma 3.2.

Lemma 3.2: Let G be a connected graph with diameter d(G) = 2. If G contains neither
induced C5 nor induced J(1, 2), then G is a complete multipartite graph.

Proof: It suffices to prove that any pair of non-adjacent vertices in G must have the same
neighborhood. Let u, v ∈ V(G) and u 
∼ v. Since d(G) = 2, there exists s ∈ V(G) such
that s ∼ u and s ∼ v. By the symmetry of u and v, we only need to show that x ∼ u implies
x ∼ v for any x ∈ V(G) (x 
= s).

Suppose on the contrary that x 
∼ v. If x ∼ s, then G contains the induced subgraph
G[u, x, s, v] = J(1, 2) (see Figure 1(2)), a contradiction. If x 
∼ s, then there exists t ∈ V(G)

such that t ∼ x, v because d(G) = 2. Therefore, when t 
∼ u, s, we get the induced
subgraph G[u, x, t, s, v] = C5 (see Figure 1(3)), a contradiction; when t ∼ u, we get the
induced subgraph G[u, x, t, v] = J(1, 2) (see Figure 1(4)), a contradiction; when t ∼ s, we
get the induced subgraph G[x, t, s, v] = J(1, 2) (see Figure 1(5)), a contradiction.

Remark 1: This result has been noticed by Koolen [16] and we formally state it here.
Using above notations and tools, in what follows, we will characterize the graphs

belonging to GD(n, n − 3) and GQ(n, n − 2) in Sections 3.1 and 3.2, respectively.

3.1. Characterization of graphs inGD(n,n − 3)

At the beginning, we give some forbidden subgraphs for graphs in GD(n, n − 3).
Lemma 3.3: If G ∈ GD(n, n − 3) with n ≥ 6, then none of P4, C5 or J(1, 2) can be an
induced subgraph of G.

Proof: We will prove our result by contradiction.
If P4 = v1v2v3v4 (see Figure 2) is an induced subgraph of G. It is easy to see that either

dG(v1, v4) = dP4(v1, v4) = 3 or dG(v1, v4) = dP4(v1, v4) − 1 = 2. Then eitherM orM ′ is a
principal submatrix of D(G) with respect to P4, where

LINEAR ANDMULTILINEAR ALGEBRA 2221
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M =

⎛
⎜⎜⎝
0 1 2 3
1 0 1 2
2 1 0 1
3 2 1 0

⎞
⎟⎟⎠ ,M ′ =

⎛
⎜⎜⎝
0 1 2 2
1 0 1 2
2 1 0 1
2 2 1 0

⎞
⎟⎟⎠ .

By Theorem 2.1, we have ∂n(G) ≤ λ4(M) ≤ ∂4(G) or ∂n(G) ≤ λ4(M ′) ≤ ∂4(G). Note
that ∂n(G) = ∂4(G). We have that either ∂n(G) = λ4(M) ≈ −3.41 or ∂n(G) = λ4(M ′) ≈
−2.62. However, by Corollary 3.1, we get ∂n(G) ∈ Z, a contradiction.

If C5 is an induced subgraph of G, by Corollary 2.1, we have ∂n(G) = ∂n−1(G) ≤
∂4(C5) ≤ ∂4(G) = ∂n(G). Thus ∂n(G) = ∂4(C5) ≈ −2.62, which is also impossible.

Similarly, we conclude thatG contains no induced J(1, 2) because ∂4(J(1, 2)) ≈ −2.38 
∈
Z.

Combining Lemmas 3.2 and 3.3, we get the first main result.
Theorem 3.1: For any integer n ≥ 6, we have

GD(n, n − 3) = {Kn1,n2,n3 | 1 ≤ n1 ≤ n2 ≤ n3, n1 + n2 + n3 = n}.

Proof: Let G ∈ GD(n, n − 3). From Lemma 3.3, G contains no induced P4 and thus
d(G) ≤ 2. Note that Kn 
∈ GD(n, n − 3). We get d(G) = 2. By Lemma 3.3, G contains
neither inducedC5 nor induced J(1, 2). Thus, from Lemma 3.2,G is complete multipartite.
By Lemma 2.3(i), we have ∂n = −2 and G = Kn1,n2,n3 , where 1 ≤ n1 ≤ n2 ≤ n3 and
n1 + n2 + n3 = n. Conversely, by Lemma 2.3(i) again, for any integers 1 ≤ n1 ≤ n2 ≤ n3
and n1 + n2 + n3 = n, we obtain ∂n(Kn1,n2,n3) = −2 andm(∂n(Kn1,n2,n3)) = n − 3. Thus,
Kn1,n2,n3 ∈ GD(n, n − 3).

From Lemma 2.3(i), we see that Kn1,...,nk ∈ GD(n, n − k) for any k < n. Moreover,
Theorem 3.1 implies that GD(n, n − 3) = {Kn1,n2,n3} whenever n ≥ 6. Accordingly, we
propose the following problem.
Problem 1: For n ≥ 2k > 2, are Kn1,...,nk the only graphs in GD(n, n − k)? From
computational experiments, we find that Kn1,n2,n3,n4 are the only graphs in GD(n, n − 4)
for n = 7 and n = 8.

3.2. Characterization of graphs inGQ(n,n − 2)

First of all, we give an upper bound of ∂Qn (G) for the connected graph G.
Lemma 3.4: Let G be a connected graph on n ≥ 2 vertices. Then ∂

Q
n < Tr(v) for any

v ∈ V(G).

Proof: By the famous Rayleigh quotient, we have ∂
Q
n ≤ xTDQx

xTx for any 0 
= x ∈ Rn. Taking

x = ev , whose vth entry is 1 and all other entries are 0, we get that ∂Qn ≤ eTv DQev
eTv ev

= Tr(v).

If the equality holds, then ev is an eigenvector of DQ with respect to ∂
Q
n . It leads to that v

is an isolate vertex, which is impossible.

Now we give the following basic result.
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Theorem 3.2: For an integer n ≥ 2, we have

GQ(n, n − 1) = {Kn}.

Proof: Obviously, Kn ∈ GQ(n, n − 1). Conversely, suppose that G ∈ GQ(n, n − 1). It
suffices to show that Tr(v) = n − 1 for each v ∈ V(G). Let M = DQ(G) − ∂

Q
n I , then the

rank of M is 1. Denote by V(G) = {v1, v2, . . . , vn}. Let vivj be an edge of G. We consider
the principal submatrix ofM induced by vi and vj, which is

M(vi, vj) =
(
Tr(vi) − ∂

Q
n 1

1 Tr(vj) − ∂
Q
n

)
.

Since rank(M) = 1, we have det (M(vi, vj)) = 0. It follows that (Tr(vi) − ∂
Q
n )(Tr(vj) −

∂
Q
n ) = 1. By Lemma3.4 andCorollary 3.2,Tr(v)−∂

Q
n is a positive integer for any v ∈ V(G).

This implies that Tr(vi)− ∂
Q
n = Tr(vj)− ∂

Q
n = 1, that is, Tr(vi) = Tr(vj) = ∂

Q
n + 1. Since

G is connected, we claim that Tr(v) = ∂
Q
n + 1 for any v ∈ V(G). Hence we only need

to prove Tr(v1) = n − 1. Suppose on the contrary that Tr(v1) = Tr(v) > n − 1. Then
there exists vk 
∼ v1, that is, d(v1, vk) = a > 1. We consider the principal submatrix ofM
induced by v1 and vk, which is

M(v1, vk) =
(
Tr(v1) − ∂

Q
n a

a Tr(vk) − ∂
Q
n

)
=
(
1 a
a 1

)
.

Then det (M(v1, vk)) = 1 − a2 
= 0, contrary to rank(M) = 1.

For any graphG ∈ GQ(n, n− 2), we know thatM = DQ(G)− ∂
Q
n I has rank 2. It means

that any principal submatrix of M with order greater than 2 has determinant 0. In what
follows, we always denote bym(v) the (v, v)-entry ofM, that is,m(v) = Tr(v)− ∂

Q
n . From

Corollary 3.2 and Lemma 3.4, we see thatm(v) is a positive integer for any v ∈ V(G). Now
we give the following useful result.
Lemma 3.5: Let G ∈ GQ(n, n − 2) with n ≥ 4 and M = DQ(G) − ∂

Q
n I. Let P3 = v1v2v3

be an induced path of G. Then we have

(i) m(v1) = m(v3) = 2 and m(v2) ≥ 1, or
(ii) m(v1) = 1, m(v3) = 5 and m(v2) = 2, or
(iii) m(v1) = 5, m(v3) = 1 and m(v2) = 2.

Proof: We consider the principal submatrix ofM induced by P3, which is

M[P3] =
⎛
⎝m(v1) 1 2

1 m(v2) 1
2 1 m(v3)

⎞
⎠ .

Note that m(v1), m(v2) and m(v3) are positive integers. Since det (M[P3]) = 0, we have
m(v1)m(v2)m(v3) + 4 = m(v1) + 4m(v2) + m(v3), which gives that

(m(v1)m(v3) − 4)m(v2) = m(v1) + m(v3) − 4. (1)
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If m(v1)m(v3) = 4, then from (1) we deduce that m(v1) = m(v3) = 2, and m(v2) is an
arbitrary positive integer.

Ifm(v1)m(v3) 
= 4, then we have

m(v2) = m(v1) + m(v3) − 4
m(v1)m(v3) − 4

.

Note that m(v2) ≥ 1 is integral. Since m(v1)m(v3) > m(v1) + m(v3) whenever m(v1),
m(v3) ≥ 2 andm(v1)m(v3) 
= 4, at least one ofm(v1) andm(v3) is equal to 1. Ifm(v1) = 1,
we have

m(v2) = m(v3) − 3
m(v3) − 4

= 1 + 1
m(v3) − 4

.

Since m(v2) ≥ 1 is integral, we obtain m(v3) = 5 and m(v2) = 2. Similarly, if m(v3) = 1,
thenm(v1) = 5 andm(v2) = 2.

Remark 2: From the conclusion of Lemma 3.5, it is easy to see that

(i) ifm(v2) 
= 2 thenm(v1) = m(v3) = 2;
(ii) m(v1) = 2 if and only ifm(v3) = 2;
(iii) m(v1) = 1 (resp.m(v1) = 5) if and only ifm(v3) = 5 (resp.m(v3) = 1).

Using Remark 2, we now give some forbidden subgraphs of the graphs in GQ(n, n− 2).
Lemma 3.6: If G ∈ GQ(n, n − 2) with n ≥ 4, then neither P4 nor C5 could be an induced
subgraph of G.

Proof: Recall that the matrixM = DQ − ∂
Q
n I has rank 2. The determinant of any principal

submatrix ofM with order 3 is equal to 0. We will use this fact frequently.
First assume that P4 = v1v2v3v4 (see Figure 2) is an induced subgraph of G. Note that

either dG(v1, v4) = dP4(v1, v4) = 3 or dG(v1, v4) = dP4(v1, v4)− 1 = 2. Then the principal
submatrix ofM induced by v1, v2, v3, v4 is given by

M[P4] =
⎛
⎜⎝

m(v1) 1 2 3
1 m(v2) 1 2
2 1 m(v3) 1
3 2 1 m(v4)

⎞
⎟⎠ orM ′[P4] =

⎛
⎜⎝

m(v1) 1 2 2
1 m(v2) 1 2
2 1 m(v3) 1
2 2 1 m(v4)

⎞
⎟⎠

wherem(vi) = Tr(vi) − ∂
Q
n are positive integers. We consider the following two cases.

Case 1.1.m(v2) 
= 2;
Note that v1v2v3 is an induced P3 of G. By Remark 2 (i), we have m(v1) = m(v3) = 2.

Then the principal submatrices ofM[P4] andM ′[P4] induced by v1, v3, v4 are given by

M1 =
⎛
⎝2 2 3
2 2 1
3 1 m(v4)

⎞
⎠ ,M2 =

⎛
⎝2 2 2
2 2 1
2 1 m(v4)

⎞
⎠ .

We obtain a contradiction because det (M1) = −8 
= 0 and det (M2) = −2 
= 0.
Case 1.2.m(v2) = 2.
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Note that v2v3v4 is an induced P3 of G. By Remark 2 (ii), we get m(v4) = 2. Then the
principal submatrices ofM[P4] andM ′[P4] induced by v1, v2, v4 are given by

M3 =
⎛
⎝m(v1) 1 3

1 2 2
3 2 2

⎞
⎠ ,M4 =

⎛
⎝m(v1) 1 2

1 2 2
2 2 2

⎞
⎠ ,

which are impossible because det (M3) = −8 
= 0 and det (M4) = −2 
= 0.
Now assume that C5 = v1v2v3v4v5 (see Figure 2) is an induced subgraph ofG. Then the

principal submatrix ofM induced by v1, v2, v3, v4, v5 are

M[C5] =

⎛
⎜⎜⎜⎜⎝
m(v1) 1 2 2 1
1 m(v2) 1 2 2
2 1 m(v3) 1 2
2 2 1 m(v4) 1
1 2 2 1 m(v5)

⎞
⎟⎟⎟⎟⎠ .

We consider the following two cases.
Case 2.1.m(v2) 
= 2;
Note that v1v2v3 is an induced P3 of G. By Remark 2 (i), we have m(v1) = m(v3) = 2.

Since v3v4v5 is an induced P3 and m(v3) = 2, by Remark 2 (ii), we have m(v5) = 2.
Similarly, since v5v1v2 is an induced P3 and m(v5) = 2, we obtain m(v2) = 2, which
contradicts the assumption.

Case 2.2.m(v2) = 2.
Since v2v3v4 is an induced P3 ofG andm(v2) = 2, by Remark 2 (ii), we havem(v4) = 2.

Also, since v2v1v5 is an induced P3 and m(v2) = 2, we get m(v5) = 2. Then the principal
submatrix ofM[C5] induced by v2, v4, v5 is given by

M5 =
⎛
⎝2 2 2
2 2 1
2 1 2

⎞
⎠ ,

which is impossible due to det (M5) = −2 
= 0.

As in Lemma 3.5, by considering the induced subgraphK3, we have the following result.

Lemma 3.7: Let G ∈ GQ(n, n − 2) with n ≥ 4 and M = DQ(G) − ∂
Q
n I. Let K3 be an

induced subgraph of G with vertex set V = {v1, v2, v3}. Then, at least two of the values
m(v1), m(v2) and m(v3) are equal to 1.

Proof: We consider the principal submatrix ofM induced by v1, v2, v3, which is

M[K3] =
⎛
⎝m(v1) 1 1

1 m(v2) 1
1 1 m(v3)

⎞
⎠ .

LINEAR ANDMULTILINEAR ALGEBRA 2225



L. LU ET AL.

Note that m(v1), m(v2) and m(v3) are positive integers. Since det (M[K3]) = 0, we have
m(v1)m(v2)m(v3) + 2 = m(v1) + m(v2) + m(v3). It leads to

(m(v1)m(v3) − 1)m(v2) = m(v1) + m(v3) − 2. (2)

Ifm(v1)m(v3) = 1, thenm(v1) = m(v3) = 1. The result follows.
Ifm(v1)m(v3) 
= 1, then we have

m(v2) = m(v1) + m(v3) − 2
m(v1)m(v3) − 1

.

Note thatm(v1)m(v3) ≥ m(v1) + m(v3) wheneverm(v1),m(v3) ≥ 2. Thus at least one of
m(v1) andm(v3) is equal to 1. Without loss of generality, supposem(v1) = 1, then

m(v2) = m(v3) − 1
m(v3) − 1

= 1.

Therefore,m(v1) = m(v2) = 1 and our result follows.

Recall that J(s, t) = sK1∇(Kt ∪K1) (see Figure 2) for any positive integers s and t. Now
we give the following result.
Lemma 3.8: If G ∈ GQ(n, n− 2) with n ≥ 4, then either G contains no induced J(1, 2) or
G = J(3, 5).

Proof: It suffices to prove that G = J(3, 5) when G contains an induced J(1, 2). Assume
that J(1, 2) is an induced subgraph of G. Suppose that J(s, t) (see Figure 2) is the maximal
induced subgraph ofG containing J(1, 2) and the vertices of J(s, t) are labelled as in Figure
2, where U = {u1, u2, . . . , us} and v0 induce K1,s, V = {v1, v2, . . . , vt} induces Kt . Let
M = DQ(G) − ∂

Q
n I andm(v) = Tr(v) − ∂

Q
n for v ∈ V(G).

We prove that m(vi) = 1 for i = 1, 2, . . . , t. Note that any three vertices in V form an
induced K3. By Lemma 3.7, at most one vertex in V satisfying m(v) 
= 1. If there exists
1 ≤ k ≤ t such thatm(vk) 
= 1, say k = 1, thenm(vi) = 1 for every 2 ≤ i ≤ t. On the one
hand, since v2v1u1 is an induced K3 and m(v1) 
= 1, by Lemma 3.7, we have m(u1) = 1.
On the other hand, since v2u1v0 is an induced P3 andm(u1) = 1 
= 2, by Remark 2 (i), we
havem(v2) = 2, contrary tom(v2) = 1.

Note that v1ujv0 is an induced P3 for each 1 ≤ j ≤ s andm(v1) = 1. By Remark 2 (iii),
we havem(uj) = 2 for j = 1, 2, . . . , s andm(v0) = 5.

Now we prove that G = J(s, t). Otherwise, there exists x ∈ V(G) \ V(J(s, t)) such that
N(x) ∩ V(J(s, t)) 
= ∅. We consider the following two cases.

Case 1. x ∼ v0;
First, we prove that x 
∼ ui for i = 1, 2, . . . , s. Otherwise, there exists 1 ≤ k ≤ s such

that uk ∼ x, say k = 1 (see Figure 2(1)). Then u1xv0 is an induced K3. By Lemma 3.7, at
least two ofm(u1),m(x) andm(v0) are equal to 1, which is impossible becausem(u1) = 2
andm(v0) = 5.
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Figure 2. The graphs we need.

Next, we prove that x ∼ vi for i = 1, 2, . . . , t. Otherwise, there exists 1 ≤ k ≤ t such
that vk 
∼ x, say k = 1 (see Figure 2(2)). Then v1u1v0x is an induced P4, contradicts
Lemma 3.6.

By the arguments above, V(J(s, t)) ∪ {x} induces the subgraph J(s + 1, t), which is
impossible because J(s, t) is assumed to be the maximal induced subgraph containing
J(1, 2).

Case 2. x 
∼ v0.
First, we prove that N(x) ∩U 
= ∅. Otherwise, N(x) ∩U = ∅, and thus N(x) ∩ V 
= ∅

becauseN(x)∩V(J(s, t)) 
= ∅. Without loss of generality, suppose that v1 ∼ x (see Figure
2(3)). Then xv1u1v0 is an induced P4, contrary to Lemma 3.6.

Next, we prove that x ∼ ui for i = 1, 2, . . . , s. Since N(x) ∩ U 
= ∅, we may assume
that u1 ∼ x. If there exists 2 ≤ k ≤ s such that uk 
∼ x, say k = 2 (see Figure 2(4)), then
xu1v0u2 is an induced P4, also contrary to Lemma 3.6.
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At last, we prove that x ∼ vi for i = 1, 2, . . . , t. Since xu1v0 is an induced P3 and
m(v0) = 5, by Remark 2 (iii), we have that m(x) = 1. If there exists 1 ≤ k ≤ t such that
vk 
∼ x, say k = 1(see Figure 2(5)), then v1u1x is an induced P3. Since m(v1) = 1, by
Remark 2 (iii), we have thatm(x) = 5, a contradiction.

By the arguments above, V(J(a, b)) ∪ {x} induces the subgraph J(s, t + 1), which is
impossible because J(s, t) is assumed to be the maximal induced subgraph containing
J(1, 2).

On the one hand, we have proved that G = J(s, t) and so Tr(v1) = s + t + 1, Tr(u1) =
2s+t−1 andTr(v0) = s+2t. Note thatm(v1) = Tr(v1)−∂

Q
n = 1,m(u1) = Tr(u1)−∂

Q
n =

2 andm(v0) = Tr(v0) − ∂
Q
n = 5. Thus we have

(s + t + 1) − 1 = (2s + t − 1) − 2 = (s + 2t) − 5 = ∂Qn ,

and thus s = 3, t = 5 and n = s + t + 1 = 9, i.e. G = J(3, 5). On the other hand,
by simple computation, we obtain SpecQ(J(3, 5)) = {[20.12]1, [11.88]1, [8]7}, and so
J(3, 5) ∈ GQ(9, 7).

This completes the proof.

Using the forbidden subgraphs above, we get the following result.
Theorem 3.3: If G ∈ GQ(n, n − 2) with n ≥ 4, then either G is a complete multipartite
graph or G = J(3, 5).

Proof: It suffices that G is a complete multipartite graph when G 
= J(3, 5). By Lemma
3.6, G contains no induced P4 or C5. Therefore, we have d(G) = 2. By Lemma 3.8, G
contains no induced J(1, 2) when G 
= J(3, 5). It follows that G is complete multipartite
from Lemma 3.3.

Now we see that in order to determine the graph set GQ(n, n− 2), it suffices to find out
the graphs in GQ(n, n − 2) among all complete multipartite graphs on n vertices.
Lemma 3.9: LetG be a completemultipartite graph onn ≥ 3 vertices. ThenG ∈ GQ(n, n−
2) if and only if G = Kn

2 ,
n
2
or Kn−2∇2K1, where

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

SpecQ(Kn
2 ,

n
2
) =

{
[3n − 4]1, [2n − 4]1,

[
3
2
n − 4

]n−2
}

SpecQ(Kn−2∇2K1) =
⎧⎨
⎩
[
3n + √

n2 − 4n + 20
2

− 1

]1
,

[
3n − √

n2 − 4n + 20
2

− 1

]1
, [n − 2]n−2

⎫⎬
⎭ .

Proof: Let G = Kn1,n2,...,ns be a complete s-partite graph, where 1 ≤ n1 ≤ · · · ≤ ns,
n1 + n2 + · · · + ns = n and, we may further assume that ns ≥ 2 since otherwise G will be
a complete graph.

2228



Suppose that s = 2, then G = Ka,b. The characteristic polynomial of DQ(Ka,b) was
given by Aouchiche and Hansen [2], which is

PQ(x) =
(
x − 5n−8+

√
9(a−b)2+4ab
2

)(
x − 5n−8−

√
9(a−b)2+4ab
2

)
×(x − 2n + b + 4)a−1(x − 2n + a + 4)b−1.

Thus G ∈ GQ(n, n − 2) if and only if a = b, that is, G = Kn
2 ,

n
2
. The distance signless

Laplacian spectrum of Kn
2 ,

n
2
is given by

SpecQ(Kn
2 ,

n
2
) =

{
[3n − 4]1, [2n − 4]1,

[
3
2
n − 4

]n−2
}

.

Suppose that s ≥ 3, we first prove that G = K1,1,...,2 = Kn−2∇2K1 if G ∈ GQ(n, n − 2).
Let V1,V2, . . . ,Vs be the color sets of G with |Vi| = ni for i = 1, 2, . . . , s. Recall that
M = DQ(G) − ∂

Q
n I and m(v) = Tr(v) − ∂

Q
n . Note that m(u) = m(v) for any u, v in

the same color set because Tr(u) = Tr(v). Let v1, v2 ∈ Vs and x ∈ Vi, y ∈ Vj where
1 ≤ i, j ≤ s − 1 and i 
= j. On the one hand, since v1xv2 is an induced P3, by Lemma 3.5,
we have m(v1) = m(v2) = 2 because m(v1) = m(v2). On the other hand, since xyv1 is
an induced K3, by Lemma 3.7, at least two of m(x),m(y),m(v1) are equal to 1, and thus
m(x) = m(y) = 1 because m(v1) = 2 
= 1. If Vi contains another vertex x′ 
= x, then
m(x) = m(x′) = 1. However, since xv1x′ is an induced P3 andm(x) = 1, by Remark 2 (iii),
we havem(x′) = 5, a contradiction. Thus,Vi contains only one vertex. By the arbitrariness
of i, we have G = K1,1,...,1,ns . Then Tr(v1) = n + ns − 2 and Tr(x) = n − 1. Note that
m(v1) = Tr(v1) − ∂

Q
n = 2 andm(x) = Tr(x) − ∂

Q
n = 1. We have

(n + ns − 2) − 2 = (n − 1) − 1 = ∂Qn .

which implies that ns = 2. Thus, G = K1,1,...,1,2 = Kn−2∇2K1.
Conversely, we show thatKn−2∇2K1 ∈ GQ(n, n−2). Denote byU = {u1, u2, . . . , un−2}

the set of vertices of degree n−1 inKn−2∇2K1 andV = {v1, v2} the set of vertices of degree
n − 2. For i = 2, . . . , n − 2, we construct the independent vectors xi and the vector y as
follows

xi(v) =
⎧⎨
⎩
1, v = u1
−1, v = ui
0, otherwise

and y(v) =
⎧⎨
⎩
1, v = v1
−1, v = v2
0, otherwise

.

It is easy to verify that xi and y are eigenvectors of DQ(Kn−2∇2K1) with respect to the
eigenvalue n − 2. Now we construct another vector z 
= 0 orthogonal to xi and y by

z(v) =
{

α, v ∈ {u1, . . . , un−2}
β , v ∈ {v1, v2} .

Assume thatDQ(Kn−2∇2K1)z = λz.We get λ = 3n±√
n2−4n+20
2 −1 > n−2, which are two

other eigenvalues of DQ(Kn−2∇2K1). Therefore, the distance signless Laplacian spectrum
of Kn−2∇2K1 is
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SpecQ(Kn−2∇2K1)

=
⎧⎨
⎩
[
3n + √

n2 − 4n + 20
2

− 1

]1
,

[
3n − √

n2 − 4n + 20
2

− 1

]1
, [n − 2]n−2

⎫⎬
⎭ .

Thus, Kn−2∇2K1 ∈ GQ(n, n − 2).

Combining Theorem 3.3 and Lemma 3.9, we obtain our main result.
Theorem 3.4: For an integer n ≥ 3, we have

{
GQ(n, n − 2) =

{
Kn

2 ,
n
2
,Kn−2∇2K1 = K1,1,...,1,2

}
, if n 
= 9

GQ(n, n − 2) = {
J(3, 5),K7∇2K1 = K1,1,...,1,2

}
, if n = 9

Proof: Suppose that n ≥ 3. Let G ∈ GQ(n, n − 2). If n = 3, we get that G = K1,2 by
immediate calculation. If n ≥ 4, by Theorem 3.3, we get that eitherG = J(3, 5) ∈ GQ(9, 7)
or G is a complete multipartite graph. By Lemma 3.9, we have that G = Kn

2 ,
n
2
or G =

K1,1,...,1,2 = Kn−2∇2K1 when G 
= J(3, 5). It follows our result.

We end up this paper by the following result, which is immediate by Theorem 3.4 and
by comparing the distance signless Laplacian spectra of Kn

2 ,
n
2
and Kn−2∇2K1.

Corollary 3.3: For n ≥ 3, the graphsKn
2 ,

n
2
andKn−2∇2K1 are determined by their distance

signless Laplacian spectra.
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